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Abstract- In this paper we present a low-cost facial recognition 

system using a commercial off-the-shelf (COTS) unmanned aerial 

vehicle (UA V) platform to capture images and video. Our novel 

approach produces real-time accurate detection and recognition 

of key features allowing the system to be used in real world 

security applications. We present recognition algorithms that 

enable the system to perform quality recognition with a minimal 

training set. The system can be used in other robotic platforms. It 

is highly modular and adaptable to other systems. 
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I. INTRODUCTION 

First responders' ability to respond rapidly to 
emergency situations is limited by a lack of real time 
intelligence. To ensure the safety of the responders, the 
situation must first be evaluated for dangerous conditions 
including life-threatening hazards. Live visual feeds let 
remote experts gauge the safety levels and assess damages 
of a situation, but do not perform adequately when images 
are captured in poor lighting or in harsh environmental 
conditions. Our novel approach leverages HVS-based 
(Human Visual System) object detection in combination 
with low-cost COTS UAVs, to deliver efficient real time 
image enhancement and detection. This approach enables 
our system to deliver timely information in low visibility 
environments making it ideal for aiding first responders in 
their search for critical objects such as wounded victims, 
human bodies and threat objects. 

A. HVS-LBP 

II. BACKGROUND INFORMATION 

Human Visual System (HVS) based adaptive 
thresholding methods for image decomposition have been 
used for image enhancement by Wharton, Panetta and 
Agaian [1] [2]. This method utilizes different types of 
image enhancement algorithms and has been applied 
selectively to the four different HVS regions to achieve a 
better overall enhancement. 

We apply this approach to the problem of facial 
recognition by combining the classical Local Binary 
Pattern (LBP) [3] [8] feature descriptors with image 
processing in the logarithmic domain and the Human 
Visual System. The HVS logarithmic image processing 
framework used in this work more accurately 
characterizes the non-linearity of computer image 
arithmetic and is also consistent with the non-linear 
characteristics of the human visual system [11]. Here, we 
use these algorithms in conjunction with robotic platforms, 
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such as a COTS UAV for developing a low-cost recognition 
system. 

B. Human Visua l System (HVS] Based Image 

Decomposition 
HVS based image decomposition aims at emulating the 

way in which human eyes respond to visual stimulus [5]. 
Information received by the human eye is characterized by 
attributes like brightness, edge information, color shades 
etc. Brightness is actually a psychological sensation 
associated with the amount of light stimulus entering the 
eye. Due to the great adaptive ability of the eye, the human 
eye cannot measure the absolute brightness rather it 
measures the relative brightness [6]. Weber's Contrast 
Law quantifies the minimum change required for the 
human visual system to perceive contrast, however this 
only holds for a properly illuminated area. The minimum 
change required is a function of background illumination, 
and can be closely approximated with three regions, as 
shown in figure 1 [11]. The first is the De Vries-Rose 
region, which approximates this threshold for under
illuminated areas and can be represented using the linear 

equation given by, logllBT = � * 10gB + 10gKz. The second z 
region is the Weber region, which models this threshold 
for properly-illuminated areas represented by 
10gllBT = 10gB + logK1. Finally, there is the saturation 
region, which approximates the threshold for over
illuminated areas and is represented by, 10gllBT = 2 * 

10gB + K3. Here Kv Kz and K3 are the constants. 

logl!.BT 

Slope = 0 
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� De Vries. -Rose Region : 

x, 

Fig. 1: The Buchsbaum Curve: Approximation of the 
Increment Threshold 10gllBT as a function of Reference 
Intensity 10gB 

The value of the parameter Bt which is the maximum 
difference in the image can be obtained by, Bt = 
max(X(x, y)) Gmin (x(X, Y)) and let us assume that the 

value of B corresponding to 10gB = Xi is BXi for i = 1,2,3. 



(2) 

Here 0 < a1 < a2 < a3 < 1 and the values of these 
parameters are based on the 3 regions of the human visual 
response. The values of the constants are given by: 

Kl = .:lBT = -.L (.:lBT) 
B 100 B max 

(3) 

(4) 

(5) 

The background intensity image B can be obtained by 
taking the local mean at each and every point in the image 
and is given by [2], 

B(x, y) = [ p ® (� ® IQ Xci, j) (f) � ® IQ, X(k, I)) (f) 

X(x, y)] ®p (6) 

Here B(x, y) represents the background intensity at 
each pixel and X(x,y) is the input image. Q represents all 
the pixels that are directly left, right, up and down of the 
pixel and Q' is all of the pixels diagonally one pixel away. 
Also p and q are constants and �BT can be represented by 
any standard gradient detection algorithm. For our 
experiments we have used the Sobel operator to estimate 
the gradient imageX' (x, y). The value of the parameter P is 
selected as 0.02. 

Using this information, the image is first partitioned 
into the different regions of human visual response. These 
different regions are characterized by the formula for the 
minimum difference between two pixel intensities for the 
human visual system to register a difference. Next, these 
three regions are threshold ed, removing the pixels which 
do not constitute a noticeable change for a human 
observer, placing these in a fourth image. The formulae 
are: 

Im1 = X(x, y) for 

1m2 = X(x, y) for 

(8) 

1m3 = X(x, y) for 

(9) 

B > B(x, y) >_ B & X'(x.y) > K (7) X2 - x, ..jB(x.y) - 2 

B > B(x, y) >_ B & X'(x.y) > K X3 - X2 B(x.y) - 1 

BX3 :::; B(x y) & X'(x.y) > K3 , B(x.y)2 -

Im4 = X(x, y) for all remaining pixels 
(10) 

Often it is seen that the De Vries-Rose and the 
Saturation regions represented by Im1 and 1m3 do not 
contain significant information. Hence these regions are 
often fused with the Weber region. In this paper we'll refer 
to the fused image as the "Weber Image". The features 
extracted from the Weber image is fused with that from 
the original image and used for recognition. 

C. Loca l Binary Pattern Feature Descriptors [9J 

The local binary pattern (LBP) operator, introduced by 
Ojala et al. [7], is a powerful local descriptor for describing 
image texture and has been used in many applications 
such as industrial visual inspection, image retrieval, 
automatic face recognition and detection. It is a widely 
used texture operator because of its robustness to gray 
level changes and high computational efficiency. Basic LBP 
is a window based feature extractor where the texture 
descriptor is computed based on the neighborhood. It 
assigns a binary value to every neighboring pixel by 
thresholding it with respect to the central pixel. We 
assume that our input is an NxM 8-bit gray-level image, 
which can be represented as an NxM matrix I, each of 
whose elements satisfy 0 <= l(x, y) :::; 28. The LBP 
operator assigns a label to every pixel of an image by 
thresholding a 3x3-neighborhood of each pixel with the 
center pixel value and considering the result as a binary 
number. At a given pixel position (x, y), the LBP operator is 

defined as an ordered set of binary comparisons 
(comparison implies calculation of the distance between 
the pixel intensities calculated by taking the arithmetic 
difference of pixel intensities) between the center pixel 
(x, y) and its surrounding pixels. Then the histogram of the 

labels can be used as a texture descriptor [9]. The 
neighborhoods of the LBP operator can be various sizes. 
The local neighborhood can be defined as a set of sampling 
points evenly spaced on a circle centered at the pixel to be 
labeled. Bilinear interpolation is used when a sampling 
point does not fall in the center of a pixel. The 
neighborhoods are represented using the notation (P, R) 
where P denotes the set of points on a circle of radius R. 
Figure 2 shows some variants of circular neighborhood. 

••• 
Fig. 2: Circular (8, 1) , (16, 2) and (8, 2) neighborhood 

An extension to the original LBP operator is the 
uniform local binary patterns. A local binary pattern is 
called uniform if the binary pattern contains at most two 
bitwise transitions from 0 to 1 or vice versa when the bit 
pattern is considered circular. For example, the patterns 
00000000 (0 transitions), 01110000 (2 transitions) and 
11001111 (2 transitions) are uniform whereas the 
patterns 11001001 (4 transitions) and 01010011 (6 
transitions) are not. In the computation of the LBP 
histogram, uniform patterns are used so that the histogram 
has a separate bin for every uniform pattern and all non
uniform patterns are assigned to a single bin. This is due to 
the fact that uniform patterns account for about 90 % of all 
patterns when using the (8, 1) neighborhood and for 
around 70 % in the (16, 2) neighborhood. This enables 
significant space savings when building LBP histograms. 
To indicate the usage of two-transition uniform patterns, 
the superscript u2 is added to the LBP operator notation. 



Hence the LBP operator with a 2 pixel radius, 8 sampling 
points and uniform patterns is known asLBP8��' 

A histogram of the labeled image f] (x, y) can be defined as: 

Hi = L,yI{f](x,y) = i},i = 0, ... ,n -1 (11) 

Where n is the number of different labels produced by the 
LBP operator and 

I{A} = { 1, 
0, 

A is true 
A is false 

This histogram contains information about the 
distribution of the local micro-patterns, such as edges, 
spots and flat areas, over the whole image. For more 
efficient face representation however, the facial image is 
divided into regions and feature descriptors are extracted 
from each region independently. Therefore if the image is 
divided into m regions, m local histograms are obtained. 
Let n be the size of each local LBP histogram, and then the 
combined LBP feature vector has the size m x n. Thus with 
the spatially enhanced histogram, a description of the 
image on three different levels of locality is obtained. The 
LBP labels for the histogram contain information about the 
patterns on a pixel-level, the labels are summed over a 
small region to produce information on a regional level 
and the regional histograms are concatenated to build a 
global description of the face. 

D. Classifiers [6J 

An object detection and recognition system typically 
consists of 3 phases: training, testing and classification. 
The face recognition problem involves identifying a face 
from the database. The training facial images are 
preregistered in the system. Feature vectors are extracted 
from the training facial images and stored in the system. In 
the testing phase, feature vectors are extracted from the 
test image and compared with the feature vectors existing 
in the database. The test facial image is identified based on 
its similarity with images in the database. Usually, in face 
recognition, there are a number of face classes 
(representing individual person) and a few training images 
per class. Hence instead of using sophisticated classifier, a 
nearest-neighbor classification approach is used. The 
different types of dissimilarity measures that can be used 
are [8]: 

Histogram 

Intersection 

D(S, M) 

= L min (Si' Mi) 
i 

Log - likelihood 

statistic 

L(S, M) 

= -L SilogMi 
i 

Table 1: Dlssimilanty Measures 

Chi square 

statistic (xz) 

Here S and M are the normalized histograms to be 
compared. For most of our experiments, the chi square 
distance statistic has been used since it is an effective 
measure of similarity between a pair of histograms. Since 
the face is divided into smaller regions, these regions can 

be weighted differently depending on their contribution. 
Psychophysical findings indicate that some features like 
the eyes play more important role in human face 
recognition than others in terms of extra-personal 
variance [10]. The weighted chi square statistic is thus, 

(12) 

Where the indices i and j refer to the i - th bin 
corresponding to the j - th local region and Wj is the 
weight for the region j. The weights can be determined by 
the methodology described in [8]. Here the training set is 
classified using one of the sub regions of the image at a 
time and the weights were assigned based on the rate of 
recognition. That is if the sub-region yielded a greater rate 
of recognition, the weight associated with that region is 
selected to be higher than the others. The weights are 
however selected without utilizing an actual optimization 
procedure. 

E. Using the HVS-LBP Algorithmfor U AV Platforms 

Our HVS-LBP algorithm, proceeds as follows: The 
algorithm begins with a pre-training phase in which each 
facial image in the training database is decomposed based 
on the four HVS regions: Dark, Devries-Rose, Weber, and 
Saturation. The images are decomposed into four 
constituent images each of which is then converted into a 
feature vector. The latter three feature vectors are then 
fused together into a single optimized feature vector in a 
process we refer to as HVS Decomposition and Fusion. 

Once the pre-training phase is completed, the image 
capture and recognition phase begins. Captured images, 
which we refer to as test images, are processed by HVS 
Decomposition and Fusion in real time. Once a test image 
has been processed, the Chi-Squared distance between its 
feature vector and each feature vector in the pre-training 
database is computed to determine which feature vector in 
the pre-training database is closest to the test image 
feature vector. These two vectors are then defined as a 
match. The algorithm considers a match correct if the two 
vectors correspond to an image of the same person's face. 
Otherwise; the algorithm considers the match a false 
positive. 

F .  AR.Drone 

An ARDrone 1.0 was used as our image-capturing 
platform. The ARDrone 1.0 is a widely available and 

Fig. 3: ARDrone 1.0 

reliable low-cost COTS UAV. ARDrone-ControI.NET, an 
open source ARDrone control and navigation system was 



used to control the drone. Images taken by the AR.Drone 
1.0 have a maximum resolution of 640x480 pixels. 
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Fig. 4: HVS-LBP Algorithm Flow Chart 

III. EXPERIMENTAL RESULTS 

HVS-LBP 

In order to pre-train our algorithm with a large database, we 
used the AT&T Database of Faces [12] which includes 10 
different pictures of 40 people. This database was used 
alongside our own database of images, which were captured 

using the AR.Drone 1.0. As we will show, the accuracy of 

our system depends on the number of training images per 
test individual. 

Number of Training Images Recognition Accuracy 
per Test Individual 

5 100% 

4 97.78% 

3 91.11% 

2 82.23% 

1 77.78% 
. .  

Table 2: Accuracy of Results Based on Number of Trammg 
Images per Test Individual 

Figure 5: Match of Test Image (Right) and Training Image 
(Left) 

Our experimental results were obtained by testing our 
facial recognition system with a varying number of 
training images per test individual. Nine test individuals 
were photographed using the VA V system. The results are 
displayed in Figure 4, and Table 2. 
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Figure 6: Recognition Accuracy Plot 

IV. CONCLUSION AND FUTURE WORK 

Since our system is highly modular, adaptable, and 
accurate it can be modified for use with any COTS robotics. 
Furthermore, the system can be propagated across 
multiple platforms to implement a network of systems 
with different sensor packages including chemical sensors, 
thermal imaging, Geiger counters, etc. 

Future additions to this system can include an 
automated facial cropping system as well as object 
detection. The motivation to integrate an automated facial 
cropping system is reducing noise and error in the 
recognition process, as well as increasing the response 
time of the system. The motivation to integrate object 
detection into the system is to expand the range of 
scenarios in which the system can be deployed. 
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